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Say we have a undirected graph 𝐺 = (𝑉, 𝐸, 𝑤) with vertices 𝑉  and edges 𝐸 denoted
(𝑎, 𝑏) and where each edge has a weight positive real weight given by 𝑤(𝑎, 𝑏).

We will consider 𝑤(𝑎, 𝑏) = 0 if there is no edge between 𝑎 and 𝑏, and we will let 𝑑(𝑎) =
∑ 𝑤(𝑎, 𝑏) be the sum of the weights of all the edges connected to 𝑎. In the case where
all the weights are 1 this is the same as the degree of 𝑎.

We’ll say a random walk is a process that begins at some vertex, and at each time
step we move to another vertex randomly. If at a given time we are at vertex 𝑎, we will
move to vertex 𝑏 with probability 𝑤(𝑎,𝑏)

𝑑(𝑎) . So the probability that we move to a vertex
is proportional to the weight of the vertex that we’ll have to move through.

Lets consider this following graph for now:

1𝐴 1𝐵 1𝐶 𝐷

If we start at vertex 𝐴 then there is a probability of 1 that we move from vertex 𝐴 to
vertex 𝐵 at the next time step.

Then once we are at vertex 𝐵 there is a 1
2  probability that we will move from 𝐵 to 𝐴 at

the next time step and a 1
2  probability that we will move from 𝐵 to 𝐶 instead in that

same time step.

Let 𝑝𝑡  denote the probability distribution at time 𝑡, that means 𝑝𝑡(𝑎) is the probability
that after 𝑡 time steps we are at vertex 𝑎.

Clearly we have that

𝒑𝑡+1(𝑎) = ∑ 𝑤(𝑎, 𝑏)
𝑑(𝑏) 𝒑𝑡(𝑏)

We can represent this situation using a markov chain. Let 𝑴 be a matrix where 𝑴(𝑖, 𝑗)
has the value 𝑤(𝑖, 𝑗). Let 𝑫𝐷 be a diagonal matrix with 𝑫(𝑖, 𝑖) = 𝑑(𝑖).

We can write

𝒑𝑡+1 = 𝑴𝑫−1𝒑𝑡

For a walk starting at position 𝐴 we can say 𝒑0 = (
1
0
⋮
).

𝒑𝑡 = (𝑴𝑫−1)𝑡𝒑0
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Now consider this following graph

∞

1𝐴 1𝐵 1𝐶

∞

𝐷

What this graph represents is a situation where if we are at 𝐴 then on the next time
step we stay at 𝐴, and if are at 𝐷 then at the next time step we stay at 𝐷.

Let 𝒑(𝑎) denote the probability that a random walk reaches 𝐴. As our walks are all
infinite processes, we should expect two long term outcomes: either a walk reaches
𝐴 and gets stuck there or a walk reaches 𝐷 and gets stuck there.

Well consider vertex 𝐵. There is a 1
2  probability that we go straight to 𝐴 and a 1

2
probability that we go to 𝐶. So 𝒑(𝐵) = 1

2 (1) + 1
2𝒑(𝑪).

More generally we have that

𝒑(𝑎) = ∑ 𝑤(𝑎, 𝑏)
𝑑(𝑎) 𝒑(𝑏)

Which we can represent as

𝑫𝒑 = 𝑴𝒑  or 𝒑 = 𝑫−1𝑴𝒑

So the vector 𝒑 is an eigenvector of the transition matrix 𝑫−1𝑴 with eigenvalue 1.

Solving for the eigenvector with 𝒑(𝐴) = 1 and 𝒑(𝐷) = 0 we get that. 𝒑(𝐵) = 2
3  and that

𝒑(𝐶) = 1
3 .

∞

1𝐴

1

1𝐵
2
3

1𝐶
1
3

∞

𝐷

0

This is quite nice, it looks like the probability of reaching 𝐴 decays linearly. I claim
that if we interpret 𝒑 to represent potential in the context of a circuit, this will also
make sense.

The vertices will be points on our circuit, and the edges will be wires / resistors
connecting them. Then a random walk can be interpreted as the path an electron
take along the circuit, starting at 𝐴 with potential 1 and ending at 𝐷 with potential 0.

We will represent the resistance of each node to be 𝑅(𝑎, 𝑏) = 1
𝑤(𝑎,𝑏) . In this way 𝑤(𝑎, 𝑏)

kinda represents the conductance.

We can then apply ohm’s law to define what should be “current”. 𝐼(𝑎, 𝑏) = 𝒑(𝑎)−𝒑(𝑏)
𝑅(𝑎,𝑏) .
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Kirchkoff’s voltage laws obviously hold, if you can’t see this please ponder it.

We will show that Kirchkoff’s current law’s must hold,

∑
𝑏∈𝑁(𝑎)

𝐼(𝑏, 𝑎) = ∑
𝑏∈𝑁(𝑎)

𝒑(𝑏) − 𝒑(𝑎)
𝑅(𝑎, 𝑏)

= ∑
𝑏∈𝑁(𝑎)

𝑤(𝑎, 𝑏)𝒑(𝑏) − 𝒑(𝑎) ∑
𝑏∈𝑁(𝑎)

𝑤(𝑎, 𝑏)

= ∑
𝑏∈𝑁(𝑎)

𝑤(𝑎, 𝑏)𝒑(𝑏) − 𝑑(𝑎)𝒑(𝑎)

= 0

The total current (signed) going out of every vertex is 0. Our interpretation of voltage,
current and resistance provides a valid circuit satisfying Ohm’s Law, and both of
Kirchkoff’s Laws.

In our diagram we’ll denote 𝐷 to be the source and 𝐴 to be the destination. The
probability that starting at the source, taking a single step out and going to the
destination before we return to the source we will call the probability of escape.

We can then consider the entire diagram to be one big resistor setup.

This is equal to

∑
𝑏∈𝑁(𝐷)

𝑤(𝐷, 𝑏)
𝑑(𝐷) 𝒑(𝒃) =

∑𝑏∈𝑁(𝐷) 𝐼(𝑏, 𝐷)
𝑑(𝐷)

In a physical sense this is the out-going current at the source. This must be equal to
the current going into the source which must be the current across the entire circuit.

𝑝escape = 𝐼circuit

𝑑(source) = 1
𝑑(source)𝑅effective

In this way we can transform any question about random walks on a graph into a
physics question to do with circuits.

Consider now the following circuit

∞

1−1 10 11 12

If we let the source be −1 and the destination be 𝑁 then the effective resistance
is 𝑁 + 1. Taking 𝑁 to be arbitrarily large, we have that the probability of escape
approaches 0. Since potential decreases linearly, if we let the potential at −1 be 1
and the potential at 𝑁 be 0 then the potential represents the probability that a walk
reaches −1 before 𝑁. The current across the whole circuit can be found to be 1

𝑁+1 .
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Then the potential difference between −1 and 0 is given by 1 × 1
𝑁+1 . Hence 𝒑(0) = 1 −

1
𝑁+1  which approaches 1 as 𝑁 becomes really big.

In the long term there are two possibilities, a walk goes out to arbitrarily large values
of 𝑁 or it travels to −1 and gets stuck. But the probability that a walk goes out to
infinity is 0. So a random walk starting at 0 will reach −1 with probability 1.

We can connect this to the catalan numbers. The probability that a path gets trapped
at −1 on the 2𝑛 + 1th move is 𝐶𝑛

22𝑛+1 .

This means that

∑ 𝐶𝑛

4𝑛 = 2

which is kinda a crazy result.

Let’s take a look at a binary tree

𝐴

𝐵 𝐶

𝐷 𝐸 𝐹 𝐺

… … … …

Let’s first compute the resistance of the whole circuit. Since the branches going 𝐴 →
𝐵 is symmetric with the branch going 𝐴 → 𝐶 The resistance of this whole circuit is
equal to half the resistance of the following circuit.
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𝐴

𝐵

𝐷 𝐸

… …

The resistance of this sub-circuit is 1 + 𝑅 where 𝑅 is the resistance of the whole circuit.
So we have that 𝑅 = 1+𝑅

2  and hence 𝑅 = 1.

We then have that 𝑑(𝐴) = 2 We then have that

𝑝escape = 1
𝑅𝑑(𝐴) = 1

2
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